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Pure and hybrid density functional theory (DFT) methods are evaluated regarding their ability to correctly
describe asymmetric transition structures for symmetric butadiene radical cations. The study covers unsubstituted
butadiene radical cation as well as (2,3-X,X)-disubstituted butadiene radical cations, where X is -CH3, -OH,
-F, or -SiH3. The DFT methods either converge toward an erroneous symmetric solution or describe the
asymmetric transition structure qualitatively correctly. Whether or not the asymmetric transition structure is
found depends on the amount of Hartree-Fock density exchange included in the method, as well as on the
electronic characteristics of the substituents, as described by theirσ+ values. The disparate behaviors
encountered are rationalized by a two-state model. It is also shown that molecular symmetry does not
automatically induce errors, as reported by earlier studies. Instead, electronic symmetry is introduced as a
factor to observe when organic radical cations are studied computationally.

1. Introduction

Recent years have seen the ascendance of density functional
theory (DFT) as an efficient and affordable alternative to
traditional post-Hartree-Fock (HF) methods.1,2 Favorable scal-
ing yields a computational cost comparable to a self-consistent
field (SCF) calculation, with quality of results equaling a second-
order Moller-Plesset (MP2) calculation in areas ranging from
closed-shell geometries of molecules and transition states,3 heats
of formation,4 spectroscopic properties,5 and gas-phase acidities.6

In areas requiring extensive electron correlation, such as
structures involving transition metals7 or open-shell species,2

the results from DFT calculations are often in better agreement
with the available experimental data and highly correlated
molecular orbital (MO) calculations than HF or MP2 calcula-
tions. This makes them an attractive alternative to the very costly
coupled cluster (CC) and quadratic configuration interaction
(QCI) methods.

Nevertheless, DFT does have some problematic areas, perhaps
most notably a tendency to overestimate delocalization. This
bias is usually quite benign for neutral species, yielding energies
of formation 1-2 kcal/mol too low, as compared to experiment.8

In some cases, e.g., the ground-state geometry of styrene, this
is enough to overcome a small steric influence and thus predict
an erroneous planar geometry as the minimum energy conformer
instead of the correct, slightly twisted gauche geometry.9

However, as this problem is fairly well-defined, examining HF
or MP2 geometries in systems where delocalization is expected
to be a problem can usually compensate for this bias.

Unfortunately, this is not the case for radical ions and other
open-shell species. Not only are ab initio alternatives unreliable10

or expensive, but DFT also experiences some serious problems
when confronted with delocalized radical ions. These problems,
despite being known in principle for some time11 as well as
described in studies of (H2O)2•+,12 (HOOH-),13 and (F2

-),14 were
first characterized as a systematic failing of current DFT
methods by Bally and co-workers in their study of acetylene
dimer radical cation15 and further explored by Bally and Sastry
in their study of the dissociation of (H2)•+ and (He2)•+.16 In the
latter study, they found that DFT overestimated the energy of

dissociation by 5.3 and 29.0 kcal/mol, respectively, and that
while utilizing hybrid methods reduced the magnitude of the
error, even the BHandHLYP method, which incorporates a 50%
admixture of HF exchange density, produced errors of 2.3 and
12.4 kcal/mol, respectively. Further examination revealed that
DFT failed to localize the spin and charge for the dissociated
atoms even at large distances. The authors concluded that DFT
failed to correctly describe localization of spin and charge in
symmetrical radical ions, something they aptly labeled inverse
symmetry breaking.

Braı̈da and Hiberty confirmed and expanded the previous
conclusion in a comprehensive survey of first- and second-row
dimer radical cations.17 The investigation also covered 10 of
the most widely used DFT functionals. In the study they found
that the BHandHLYP method produced surprisingly accurate
dissociation energies, but as UHF gave severely underestimated
energies, the success of BHandHLYP was attributed to error
cancellation. A recent study of (H2O)2•+ by Sodupe et al.
included an excellent theoretical treatment of the failing.18 The
authors concluded that DFT overestimates the self-interaction
part of the energy due to its delocalized electron hole. HF-based
methods, on the other hand, treat the self-interaction exactly
and are thus free from this particular problem. The H2

•+ and
He2

•+ systems were recently reexamined in a study by Chermett
et al.,19 where they showed that the erroneous dissociation
energies can be compensated for by a simple a posteriori
correction. As this is a post-optimization correction, however,
it will not enable correct geometries based on flawed wave
functions.

Finally, Sastry et al. revisited the failing in a study of the
hypersurface of C4H6

•+, where they located the transition
structure for the interconversion of the syn and anti rotamers
of butadiene radical cation.20 As a rotation around the central
bond would transform one of the rotamers to the first exited
state of the other rotamer, this is a state-symmetry-forbidden
process inC2 symmetry (see Figure 1). The transition structure
must therefore localize spin and charge to one of the vinylic
moieties in an asymmetric transition structure, so the coefficients
in the other moiety can change signs.
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Consequently, DFT performs poorly when modeling transition
structures such as that, optimizing toward aC2 symmetric
structure instead of the correct asymmetric one. Indeed, the
authors found that the BLYP and B3LYP functionals failed to
locate the transition structure altogether, and only by utilizing
the BHandHLYP functional could a transition structure be
found. The authors concluded that it is impossible to correctly
model these transition structures with DFT methods unless a
significant admixture of Hartree-Fock exchange density is
included.

In our work on conjugation in hydrocarbon radical cations,21

we found that DFT correctly represented transition structures
for butadiene radical cations when the hydrogens at C2 and C3
were substituted with silicon. It is not clear why the asymmetric
transition structure could be located in this case but not that of
the 1,3-butadiene radical cation or any of the other systems
mentioned above, since a symmetry breaking is necessary in
all cases. The origin of this must be the substitution, which
prompted us to further investigate the effect of substitution and
symmetry on the success, or lack thereof, when the most
common DFT functionals are used.

This paper presents a theoretical study of the transition
structures for rotamer interconversions of several symmetric 2,3-
disubstituted butadiene radical cations (see Figure 2). In
particular, we will investigate the following questions: (i) Can
DFT overcome the overestimation of delocalization in order to
give aC1 symmetric transition structure? (ii) If so, what is the
quality of the DFT result? (iii) What is the role of atomic versus
electronic symmetry in the phenomenon described above? Given
the problems associated with locating the asymmetric transition
structures, we will also discuss the techniques that can be used
in detail.

2. Computational Methodology

All calculations were performed with the Gaussian 98
program package,22 running on SGI Origin2000 and Origin3000

machines at the High-Performance Computing Complex at the
University of Notre Dame. Abbreviations used throughout this
paper follow the ones used in Gaussian 98. Pure DFT calcula-
tions were carried out with the gradient-corrected exchange
functional of Becke23 combined with the correlation functional
of Lee, Yang, and Par (BLYP).24 Hybrid DFT calculations
utilized Becke’s three-parameter25 (B3) and half-and-half
(BHandH) exchange functionals26 together with the LYP
correlation functional. The B3LYP functional consists of a 20%
admixture of Hartree-Fock exchange density, while the BHandH-
LYP functional incorporates 50% Hartree-Fock exchange
density.26 Complete active space (CASSCF) calculations were
carried out with an active space consisting of three electrons in
four active orbitals [CASSCF(3,4)] corresponding to the bonding
π orbitals and their anti-bonding counterparts. In a few cases
the orbital energies tended to fluctuate and therefore a larger
active space was utilized; in all cases five electrons in six active
orbitals. Conical intersections were located by the state-averaged
CASSCF method.27,28Ab initio calculations normally used the
unrestricted Hartree-Fock (UHF) formalism, followed by single
point calculations by the accurate but very computationally
demanding quadratic configuration interaction (QCI) method29

with single, double, and triple excitations [QCISD(T)]. In a few
systems, full QCISD optimizations, followed by single point
QCISD(T) calculations, were performed. The double-ú basis
set 6-31G* developed by Pople and co-workers was used
throughout the investigation.

Stationary points were, except where noted, located and
characterized by vibrational analysis to ensure that all species
had the correct number of eigenvalues. All relative energies
reported were also zero-point-corrected. The one imaginary
harmonic frequency of the transition structures was animated
with MOLDEN30 to verify that the optimized stationary point
corresponds to the transition structure of the desired reaction.
The stationary point wave functions were also checked for spin
contamination by evaluation of the〈S2〉 values. For BLYP and
B3LYP calculations,〈S2〉 before annihilation was generally
between 0.75 and 0.76, the only exception beingts-4•+(B3LYP),
which had a〈S2〉 value of 0.79.〈S2〉 values for BHandHLYP
and UHF wave functions for the located transition structures
were good, ranging from 0.75 to 0.77. Wave functions for the
minimum energy conformers, however, were severely spin-
contaminated, with BHandHLYP〈S2〉 values between 0.80 and
0.85, and UHF〈S2〉 values between 0.92 and 1.06.

3. Results and Discussion

3.1. Unsubstituted Butadiene Radical Cation.The first
system studied was the unsubstituted butadiene radical cation
1•+, which was studied by Sastry and Bally in their original
publication.20 As 1•+ is the most simple symmetric butadiene
radical cation, we felt that the model nature of1•+ warranted a
detailed discussion in the context of the substituted analogues.
The results described below also functions as a template for
further studies of larger, substituted butadiene radical cations.

The transition structurets-1•+ was located by first performing
a CASSCF(3,4) search for a conical intersection using a
geometry with the dihedral C1-C2-C3-C4 (æ) set to 90°. This
was done following the observation that the CASSCF2A/2B
crossing point should be as similar tots-1•+ as possible, apart
from the localization of spin and charge.20 Indeed, the conical
intersection isC2-symmetric with æ ) 89.7°, r(C1-C2) )
r(C3-C4)) 1.38 Å, and one negative eigenvalue corresponding
to an imaginary frequency of-381 cm-1. Consecutive transition
structure optimizations with UHF, QCISD, and BHandHLYP

Figure 1. Singly occupied MO (SOMO) ofanti- andsyn-butadiene
radical cation, with localized transition structure necessary for inter-
conversion.

Figure 2. Butadiene radical cations included in this study.
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calculations all gave a stationary point with one negative
eigenvalue corresponding to rotation around the central bond,
identifying it as ts-1•+. Pertinent geometrical parameters are
summarized in Figure 3 as well as in Table 1. As can be seen
in Figure 3,ts-1•+ is asymmetric with spin and charge localized
to one of theπ bonds, resulting in a lower electron density and
consequently a longer C-C distance compared to the delocal-
ized anti-1•+. The barrier to rotation was calculated as 29.4,
29.3, and 28.1 kcal/mol at the QCISD(T)/UHF, BHandHLYP,
and QCISD(T)/QCISD levels, respectively.

Transition structure optimizations with B3LYP or BLYP,
however, both optimized towardC2-symmetric structures, at
which point the negative eigenvalues disappeared and the
transition structure optimization halted. Investigation of the
B3LYP optimization revealed thatæ progressed from 92.4° to
>112°, which explains the disappearance of the negative
eigenvalue. The failure of DFT to retain a localized asymmetric
structure reaffirms the findings of Bally and Sastry.

3.2. (2,3-Disilyl)butadiene Radical Cation.B3LYP optimi-
zation of 2,3-disilylbutadiene radical cation (2•+) with æ set to
90°, followed by a transition structure optimization, gave a
stationary point with one negative eigenvalue. Frequency
calculations found that the negative eigenvalue corresponded
to rotation around the central bond, and IRC calculations
confirmed that the transition structure was indeed the correct
one.Ts-2•+(B3LYP) is asymmetric (see Figure 3), withæ )
93.7°, r(C1-C2) ) 1.34 Å,r(C3-C4) ) 1.38 Å, and a relative
energy 7.7 kcal/mol higher than that of the minimum-energy
structureanti-2•+(B3LYP). Ts-2•+(BLYP) was also character-
ized, locating an asymmetric stationary point 5.7 kcal/mol higher
than that ofanti-2•+(BLYP). By use of ts-2•+(B3LYP) as a
starting point, ts-2•+(UHF) and ts-2•+(BHandHLYP) were

eventually located, with activation energies of 9.5 and 11.9 kcal/
mol, respectively.

As ts-2•+ is selectively stabilized overanti-2•+ due to the
orthogonal orbital geometry necessary for theâ-silicon effect,31

this would explain the lowered activation energy encountered
for 2•+ as compared to1•+. It was theorized that this stabilization
overcomes the DFT overestimation of delocalization, providing
a transition structure that is qualitatively correct. To test this
hypothesis, other 2,3-(X,X)-disubstituted butadiene radical
cations (X ) -CH3, -OH, and -F, labeled3•+, 4•+, and 5•+,
respectively) were investigated (see Figure 2).32 It was reasoned
that the transition structure energies should be lowered by the
substituents in the order -H< -F < -CH3 < -OH < -SiH3, as
judged by theirσ+ values. It should be noted that while there
is no orbital orthogonality requirement, as is the case for2•+,
the lowering of the activation energy is achieved through an
offsetting of the energy lost when conjugation is disrupted.

The search for transition structures followed the same
procedure as outlined for1•+. As often is the case with radical
ions, however, there is no general recipe for success, and despite
the small size of the system, the localization of the transition
structure can be slow and tedious.

3.3. (2,3-Dimethyl)butadiene Radical Cation.No conical
intersection could be found for3•+. After an initial optimization
of the carbon skeleton, the optimization settled into a pattern
where the C-H bond lengths would cycle through values
between 1.04 and 1.16 Å. Attempts initiated from different
starting geometries all ended in the same oscillatory mode. By
submission of several of the oscillating geometries to UHF
frequency calculations, a structure with one negative eigenvalue
was eventually located. A UHF transition structure optimization
from this geometry led to a transition structure 17.8 kcal/mol
higher than the minimum-energy conformersyn-3•+(UHF). Ts-
3•+(UHF) is an asymmetric structure withæ ) 88.9°, r(C1-
C2) ) 1.32 Å, andr(C3-C4) ) 1.42 Å. It has one imaginary
harmonic frequency corresponding to the correct vibration.
Attempts to generate a starting point for BHandHLYP optimiza-
tions failed as no structures with less than three negative
eigenvalues were generated. While one of the negative eigen-
values corresponded to the correct rotation, the remaining two
negative eigenvalues corresponded to rotation around the
C-CH3 bonds. Attempts to eliminate the superfluous negative
eigenvalues, either by manual rotation of the C-CH3 bonds or
reoptimization with the all atoms except the -CH3 atoms frozen,
also eliminated the desired negative eigenvalue. B3LYP and

TABLE 1: Summary of Pertinent Geometry Parameters for syn- f anti-Butadiene Interconversion Transition States

1•+ 2•+ 3•+

parameter r(C1-C2) r(C2- C3) r(C3- C4) æ r(C1-C2) r(C2-C3) r(C3-C4) æ r(C1-C2) r(C2-C3) r(C3-C4) æ

UHF 1.32 1.47 1.41 92.5 1.33 1.43 1.39 84.1 1.32 1.49 1.42 88.9
QCISD 1.34 1.46 1.42 89.8 a a a a a a a a
BHand-

HLYP
1.32 1.45 1.41 90.3 1.33 1.43 1.39 85.5 a a a a

B3LYP b b b b 1.34 1.44 1.39 93.7 b b b b
BLYP b b b b 1.34 1.45 1.39 102.1 b b b b

4•+ 5•+

parameter r(C1-C2) r(C2- C3) r(C3- C4) æ r(C1-C2) r(C2-C3) r(C3-C4) æ

UHF 1.31 1.50 1.42 90.5 1.31 1.49 1.41 91.1
QCISD 1.33 1.49 1.42 88.5 a a a a
BHand-

HLYP
1.32 1.49 1.41 87.3 1.31 1.48 1.41 89.2

B3LYP 1.34 1.49 1.4 1 75.0 b b b b
BLYP b b b b b b b b

a Structure not located.b Structure converged toC2 symmetry. Bond lengths are in Angstro¨ms; dihedral angles are in degrees.

Figure 3. Stationary pointsts-1•+ andts-2•+ with pertinent geometrical
parameters. Bond lengths are in Angstro¨ms; dihedral angles are in
degrees.
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BLYP, however, fared better. While frequency calculations of
the ts-3•+(UHF) geometry also gave undesired negative eigen-
values corresponding to methyl rotation, reoptimization with
all other atoms frozen gave starting points with only the one
desired negative eigenvalue. Transition structure optimizations
from these starting points failed, however, when both methods
optimized toward an asymmetric structure, parallel to the
behavior encountered when locatingts-1•+.

3.4. (2,3-Dihydroxy)butadiene Radical Cation.Similar to
3•+, conical intersection optimizations of4•+ ended in an
oscillatory pattern where one of the C-O bonds rotated back
and forth. By submission of several of the oscillating geometries
to BHandHLYP frequency calculations, a structure with one
negative eigenvalue was eventually located. Transition structure
optimizations from this structure lead tots-4•+(BHandHLYP).
Ts-4•+(BHandHLYP) is an asymmetric structure withæ ) 87.3°,
r(C1-C2) ) 1.32 Å, andr(C3-C4) ) 1.41 Å (see Table 2)
and an energy 7.5 kcal/mol higher than the minimum-energy
structureanti-4•+(BHandHLYP).33 Interestingly, UHF, B3LYP,
and BLYP frequency calculations ofts-4•+(BHandHLYP) all
gave two negative eigenvalues, where one corresponded to the
desired motion and the other corresponded to a C-O bond
rotation. Reoptimizingts-4•+(BHandHLYP) with all carbons
frozen eliminated the second negative eigenvalue, and consecu-
tive transition structure optimizations with UHF and B3LYP
led to ts-4•+(UHF) andts-4•+(B3LYP). Pertinent geometrical
properties can be found in Table 1. The barrier to rotation was
calculated as 9.9 and 8.7 kcal/mol, respectively. BLYP calcula-
tions, on the other hand, failed. BLYP frequency calculations
of ts-4•+(B3LYP) geometry yielded force constants with one
negative eigenvalue, but transition structure optimizations failed
when the negative eigenvalue disappeared atæ ) 68.5°. Of note
is that 4•+(BLYP) was still asymmetric when it failed, with
r(C1-C2) ) 1.36 Å andr(C3-C4) ) 1.39 Å. As these values
are significantly closer toC2 symmetry than the starting point
with r(C1-C2) ) 1.32 Å andr(C3-C4) ) 1.41 Å, however,
it is reasonable to believe that4•+(BLYP) would eventually have
achievedC2 symmetry had the optimization continued.

To better evaluate the B3LYP transition structure compared
to an accurate transition structure, a QCISD(T)/QCISD transition
structure optimization was performed, with geometry and force
constants read from ats-4•+(B3LYP) frequency calculation.34

Ts-4•+(QCISD) is aC1-symmetric structure withæ ) 88.5°,
r(C1-C2) ) 1.33 Å, andr(C3-C4) ) 1.42 Å. The non-zero-
point-corrected activation energy was calculated to be 9.0 kcal/
mol. For comparison purposes, the non-zero-point-corrected
activation energies from the QCISD(T)/UHF, BHandHLYP, and
B3LYP methods were calculated to be 8.9, 7.1, and 9.4 kcal/
mol, respectively. Another measure of the accuracy of thets-
4•+(B3LYP) geometry is comparing QCISD(T) single point
calculations ofts-4•+(B3LYP) and ts-4•+(QCISD). By doing
so, ts-4•+(B3LYP) was found to be 2.4 kcal/mol higher than
ts-4•+(QCISD).

3.5. (2,3-Difluoro)butadiene Radical Cation.The conical
intersection for the last species studied,5•+, was fairly easily
located atæ ) 87.1°. As expected, it isC2-symmetric with
r(C1-C2) ) r(C3-C4) ) 1.37 Å. Starting from the conical
intersection,ts-5•+(UHF) andts-5•+(BHandHLYP) were located
at æ ) 91.1° andæ ) 89.2°, respectively. Both are asymmetric
structures withr(C1-C2) ) 1.31 Å, r(C3-C4) ) 1.41 Å, and
one imaginary harmonic frequency corresponding to the correct
dihedral. The barrier to rotation was calculated as 28.2 and 28.3
kcal/mol, respectively. Starting geometries for B3LYP and
BLYP transition structure optimizations were generated from
ts-5•+(BHandHLYP). BLYP failed in the manner described
earlier, going to aC2-symmetric structure withr(C1-C2) )
r(C3-C4)) 1.37 Å, losing its negative eigenvalue atæ ) 95.5°.
The B3LYP optimization, while also going to aC2-symmetric
structure withr(C1-C2) ) r(C3-C4) ) 1.37 Å, optimizedæ
in the other direction, and lost its negative eigenvalue atæ )
44.5°. As all other failures optimized toward the minimum-
energy conformer, the B3LYP results are surprising. Despite
several attempts to rationalize the disparate behaviors of the
B3LYP and BLYP methods, no solid reason was apparent, and
so once again the flatness of the hypersurface appeared to be
the culprit.

4. Discussion and Conclusions

The results of this investigation are summarized in Table 2.
Overall, HF and BHandHLYP methods are able to locate the
desired transition structures, the only exception being3•+ with
BHandHLYP. This is most likely an isolated case, however,
and not indicative of an underlying fundamental problem. For
BLYP and B3LYP, the systems studied can be divided broadly
into two categories. In category I, composed of1•+, 3•+, and
5•+, DFT wave functions converge toward a symmetric,
delocalized solution. In category II, composed of2•+ and4•+,
DFT wave functions correctly converge to the localized solution.
It can also be seen that, when found, the calculated activation
energies correspond quite well to each other, well within the
margin of error accepted for other systems.35 In particular,
QCISD(T) single point calculations found that thets-4•+-
(B3LYP) geometry only deviated 2.4 kcal/mol from the high-
level ts-4•+(QCISD) geometry.

In answer to the questions posed before, it is clear that DFT
can overcome the overestimation of delocalization in order to
obtain a asymmetric structure. Furthermore, when the results
in categories I and II are compared, a trend is apparent. In
category I, where B3LYP and BLYP methods converge toC2-
symmetric solutions, activation energies are calculated to be
>18 kcal/mol. In category II, where DFT methods are more
successful, activation energies are calculated to be substantially
lower, between 5.7 and 11.0 kcal/mol. Although the dataset is
fairly limited, the amount of stabilization needed for pure DFT
to overcome overestimation of the delocalized solution is found
to be∼20 kcal/mol compared to the unsubstituted case.

It is also clear that symmetry is not inherently a problem.
This is most apparent in the location of the asymmetricts-2•+-
(B3LYP), where B3LYP breaks the symmetry of the starting
geometry. Instead of molecular symmetry, however, one must
consider what might be called electronic symmetry. Asymmetric
compounds such as 2-fluorobutadiene radical cation or 2-fluoro-
3-methylbutadiene radical cation have substituents with fairly
similar σ+ values and are thus likely to encounter the same
problems with overestimation of delocalization. Preliminary
calculations on the 2-fluorobutadiene radical cation systems
indicate that this is, indeed, the case.

TABLE 2: Summary of Activation Energies for
Interconversion of anti- f syn-Butadiene Radical Cations

1•+ 2•+ 3•+ 4•+ 5•+

UHF 28.2 13.7 20.6 12.0 28.2
QCISD(T)/UHF 29.4 9.9 18.5 8.9 25.7
QCISD(T)/QCISD 28.1 a a 9.0 a
BHandHLYP 29.3 11.0 a 7.5 28.3
B3LYP b 7.7 b 8.7 b
BLYP b 5.7 b b b

a Structure not located.b Structure converged toC2 symmetry.
Activation energies are given in kilocalories per mole.
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More importantly, we have found that the error encountered
is binary in nature. When the DFT transition structure optimiza-
tion fails, it fails completely. Where it works, however, the
properties of the transition structure are correctly modeled even
by pure DFT. This is rationalized by a two-state model (see
Figure 4). When performing the optimization, the system can
converge to either a delocalized (symmetric) state D or a
localized (asymmetric) state L. With a Hartree-Fock-based
method, L is the lower energy state, and the solution found will
be the correct, localized one. With a DFT method, however,
the overestimation of delocalization lowers the D state so that
it is now the lower energy state. The DFT method will therefore
optimize toward the D state, and eventually fail, as there is no
delocalized transition state.

When a stabilizing substituent such as the silyl in2•+ is
introduced, the L state is selectively stabilized versus the D state.
For Hartree-Fock methods this does not matter, as the L state
is already the lower one. For DFT methods, this selective
stabilization might be enough to overcome the bias toward the
D state. If so, the absolute energy of the L state should not be
influenced by the D state, as there is no delocalization to
overestimate. DFT would therefore not only find the L state
solution, but it would also describe it quantitatively correctly.
It should also be noted that this model is consistent with the
theoretical treatment provided by Sodupe et al.,18 provided that
it is only applied to the D state.
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